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Exercise 1 (Riesz representation theorem | 4 points).

Let H be a Hilbert space and H" the dual space.

(a) Prove that for every ¢ € H" there exists a unique uy € H such that for all v € H
¢(v) = Cug, vyu and  Jugla = |¢la--

(b) Using (a), conclude that the dual space of a Hilbert space is also a Hilbert space.

Exercise 2 (Dirac delta function | 4 points).

Let H be a Hilbert space of continuous functions f : X — R. Let the Dirac delta function
dx : H — R be the map from f € H to f(x) € R.

(a) Assume H is a reproducing kernel Hilbert space, then what is the Riesz representer of
the function 6,?

(b) Prove that H is a reproducing kernel Hilbert space if and only if §, is bounded.

(c) Showif lim |f,—f|m = 0and H is a reproducing kernel Hilbert space, then lim f,(x) =
f(x) for all x € X.

(d) Is L*(R) a reproducing kernel Hilbert space?

Justity your answer.

Exercise 3 (Adaptive Cross Approximation I | 4 points).

Let X = xy,...,xpand Y = yy,..., y, be two sets of pairwise distinct points in R? and Dy, Dy
the convex hulls of X and Y, respectively. Let us consider a function f : Dy x Dy — R of the

type
Np

fey) =), ge()hk(y) + Ry(x, y),

k=1
where |R,(x, )| < €, and €, — 0 as p — oco. We construct sequences by the following rule
ro(x,y) = f(x.y),  so(x,y)=0
andfor k=0,1,...
M1 (%, ¥) = 1% ¥) = Vet k(X Yo )1k (Xi15 ),

Sk+1(, Y) = sk(%, Y) + Ve 7k (6, Vi ) (X5 V)5

where Yga1 = re(%i,,» Yi,,) ' and x;,,, and yj,, are chosen in every step so that ri(x;,, ., ¥j,.,) #
0.



Let us also denote

f(xil’yjl) f(xil’yjk)
f(x’.y].l) f(xi}:y) : :

e =| P M@= | few) - feon)

fe vl =|
f(x’ yjk) f(xik’y)

i yi) o (e Vi)
and My = M!(x;).

(a) Show that for 1 < I < k and all x € Dy we have ri(x, y;) = 0.
(b) Applying (a), prove thatfor1 < [ < k
det M,i(x) = re-1(xy, ;) det M,i_l(x) - re-1(x, yj,) det M,é_l(x,-k)
holds and
det M} = ry(x, Vi) detM,Ic< = 1g-1(x, yj) det My, k> 1.
Especially

det My = ro(xips ) - = - Te-1(%ip Yj)-

Exercise 4 (Adaptive Cross Approximation II | 4 points).

Our goal for this exercise is to analyze the interpolation error. This is done in two steps.

(a) Show that for the functions ry, there holds that

" det ML (x)
_ _ p
rnp = Ep(fx)(y) Z det MnP

=1

Ep(fx,-l)(Y)s

where f,(y) denotes the function f(x, y) for a fixed point x € Dx and Ep(fi)(y) =
fx(¥) = Ly-1(fx)(y) with the interpolation polynomial L, 1(fy) of degree p — 1 with

respect to the points y,, ..., Yn, .
Hint. Use fact that s(x, y) = f(x, [y]e) "M f([x]k, ¥)-

(b) Assume we choose x;, such that
|Pk-1(Xi> i)l = [re-1(x, y3)] - forall x € Dy.
Then, for 1 < I < k show that
det M} (x
e ot <2
Hint. Use 3 (b).

By applying the results above conclude the estimate

f(x, ¥) = s, (x, ¥)| = 2% sup |Ep(f)(y)]-
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